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Abstract 

This article presents our work on building a virtual coach 
agent, called Dr. Vicky, and training environment (called 
the Virtual BNI Trainer, or VBT) for learning how to 
correctly talk with medical patients who have substance 
abuse issues.  This work focuses on how to effectively 
design menu-based dialogue interactions for conversing 
with a virtual patient within the context of learning how to 
properly engage in such conversations according to the brief 
negotiated interview techniques we desire to train.  Dr. 
Vicky also employs a model of student knowledge to 
influence the mediation strategies used in personalizing the 
training experience and guidance offered.  The VBT is a 
prototype training application that will be used by medical 
students and practitioners within the Yale medical 
community in the future. 

 Introduction
 
  

Emergency departments (EDs) in hospitals traditionally 
deal with the major injuries or illnesses that are the cause 
of the ED visit.  When possible, a nurse or other medical 
professional first screens ED patients to help assess any 
extenuating circumstances for their visit, such as weight 
issues, psychological disorders, medication being taken, 
etc.  One of the topics covered in a typical screen is the 
patient’s substance use, including alcohol, cigarettes, and 
illegal drugs.  Strong connections between the patient’s 
visit and substance use (e.g. a drunk driver who wrecked 
their car or a pregnant woman who is a cocaine user), often 
lead medical professionals, including ED doctors, to have 
an authoritarian, strongly worded response to the patient 
(e.g. “So, you know you are an alcoholic and need to seek 
help, right?”).  This kind of response often leads to no 
significant change in patient’s substance use. 
A technique called brief negotiated interview (BNI) has 
been developed as a psychologically motivated approach to 
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addressing substance abuse issues in the ED with more 
positive outcomes. The Screening Brief Intervention and 
Referral to Treatment (SBIRT) at Yale University is a BNI 
approach developed specifically to detect patients with 
alcohol or other drug use problems and facilitate future 
treatment and / or behavioral change (D’Onofrio & 
Degutis, 2010).  This BNI has four main steps with several 
intermediary steps within all but one of the main steps: 

1) Raise the Subject: This involves the medical 
practitioner politely introducing themselves and 
asking if the patient would mind talking for a few 
minutes about their substance use. 

2) Provide feedback: This step involves a) reviewing 
the results from the initial screening, b) helping 
the patient make a connection between their ED 
visit and their substance use, if one exists, and c) 
showing the patient the NIAAA guidelines and 
norms (National Institute on Alcohol Abuse and 
Alcoholism, 2007) for use. 

3) Enhance motivation: This is a crucial step of the 
BNI that involves asking the patient on a scale 
from 1 – 10 how ready they are to change any 
aspect of their drinking.  If their answer is above 
1, then that indicates some, if even a slight, 
willingness to change – to which the practitioner 
will response “Why did you choose that number 
and not a lower one?”  This opens the door to 
frankly discussing how the patient could change 
their behaviors.  If their answer is <= 1, the 
practitioner then engages in a conversation about 
what would make changing their use habits a 
problem and how important it would be for the 
patient to prevent change from happening. 

4) Negotiate & advise: The final step of the BNI is to 
a) negotiate the goal for change, b) give advice on 
future behavior (e.g. “If you can stay within these 
limits you will be less likely to experience injury 
related to alcohol use”), c) summarize the 
agreement that was negotiated, d) provide 
handouts on the agreement and general health, e) 
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suggest a primary care follow up, and e) thank the 
patient for their time. 

The real art of delivering a BNI, however, is not simply in 
following the proper steps.  Proper care has to be given to 
language choice, conversational strategies, and attitude 
towards the user. Employing motivational strategies, such 
as ‘restating positive or motivational statements,” “praising 
patients for their willingness to discuss such a sensitive and 
personal topic,” and “viewing the patient as an active 
participant in the intervention” are key to properly 
performing an intervention. 
Training medical practitioners on this technique has been 
the responsibility of two professionals at Yale University, 
both of whom have other primary occupations, such as 
being the Chair of the Yale Department of Emergency 
Medicine.  This had created a significant bottleneck for 
training others in the BNI and the subsequent evaluation of 
the BNI’s effectiveness.  The work described in this article 
is an attempt to create more accessible, online learning 
with some of the benefits of personalized instruction. 
The Adaptive Digital Media Lab at Georgia Tech has built 
a prototype digital media-based solution, called the Virtual 
BNI Trainer (VBT), which will allow distance learning and 
practice for performing a successful BNI employing the 
kind of guidance that is crucial to learning (Kirschner, 
Sweller, & Clark, 2006).  The application presents an 
emergency room with a patient in a gurney, recently 
injured from an alcohol-related incident in his garage that 
occurred while drinking and working with power tools.  
There is also a virtual coach present, Dr. Vicky, who 
serves as the pedagogical guide for the user during the BNI 
process.  The user interacts with the patient through a 
series of selected dialogue choices. 
The challenges tackled through the design of the VBT are: 

1) How to train on conversational practices without 
attempting real natural language interaction 

2) How to avoid repetition and “gaming the game” 
(i.e. memorization of playable patterns) in the 
training experience 

3) How to appropriately model user knowledge in a 
high-level, conversational domain as opposed to 
the lower level domains tackled by intelligent 
tutoring systems 

This paper presents the overall architecture of the VBT, 
which special detail on the design of the virtual coach, Dr. 
Vicky.  It discusses the drawbacks of the current design 
and points out several directions for future work. 

Related Work 

Work on virtual agents that have been used in the medical 
domain, directly employ conversation as an interaction 
modality, and / or are employed in the medical field have 
direct relevance to our work.  Bickmore’s and Cassell’s 
seminal work on embodied conversational agents has 
focused on how to apply discourse planning and non-
verbal behaviors to problems in medical applications, such 
as effecting change in the user or building trust between 

the user and virtual agent.  Non-verbal cues are used to 
emulate the experience of talking to a human face-to-face, 
which can help convey information, regulate the 
conversation, and provide social cues (Timothy Bickmore 
& Justine Cassell, 2001). Dialogue interactions are menu-
based and presented based on the agent’s dialogue planner.  
Their agent architecture, REA (J. Cassell et al., 1999), can 
fully embody the internal state of the agent; decide whether 
or not to engage in small talk; and reason about task goals, 
the topic of conversation, interpersonal closeness with the 
human interactor, and the logical preconditions for 
conversational moves.  The focus of this work has been on 
building fully expressive agents that are capable of 
building socio-emotional relationships with the agent, 
resulting in improved results within the domain of health 
care applications (T. Bickmore & Gruber, 2010; T. W 
Bickmore, Pfeifer, & Jack, 2009).  While this work has 
addressed how to create highly conversational, menu-based 
agents, both with verbal and non-verbal behaviors, it has 
yet to be applied to the educational domain, particularly for 
medical practitioners learning about how to converse with 
patients.   
Other dialogue work has focused on dialogue generation, 
such as the NECA script generation of Piwek’s (Piwek et 
al., 2004) or the seminal work of Andre’ and other on 
dialogue generation (Andre, Herzog, & Rist, 1988).  These 
approaches representation a computational approach to 
dialogue interaction richer in complexity than our current 
goals.  Our system requirements call for a lightweight, low 
cost approach to building an adaptive instructional system. 
The Alzheimer’s Caregiver’s Training program (ACT-AI), 
(Green, Lawton, & Davis, 2004) which was inspired by 
Marsella et. al’s work on Carmen’s Bright Ideas (2003), is 
a simulated dialogue environment focused on training 
caregivers how to have social conversations with 
individuals in their care.  This work focuses on verbal and 
non-verbal interactions between a virtual agent and a 
medical practitioner who is being trained in conversational 
skills.  Rules are coded to describe the socio-emotional 
effects of caregiver actions and use small vignettes as 
conversation fragments that populate the conversation 
space.  This work has primarily seemed focused on the 
modeling of Alzheimer’s disease (AD) and the possible 
effects AD may have on a conversation.   
Graesser et. al’s AutoTutor  (D’Mello, Craig, Witherspoon, 
Mcdaniel, & Graesser, 2008; 2004) has been a successful 
attempt at developing naturalistic approaches in intelligent 
tutoring  by focusing on conversation between the user and 
intelligent tutor and allowing the user to ask questions of 
the tutor (Graesser & Person, 1994).  Though AutoTutor is 
a primary example of conversational pedagogical agents 
and leads the way in developing techniques for natural 
language interaction with them, it has not considered how 
conversational agents should be designed nor the 
technologies needed for training on how to converse within 
particular domains. 
Several notable military applications have been developed 
that apply intelligent tutoring technologies within the 
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domain of learning how to interact with civilians in other 
cultures.  For example, the Tactical Language Training 
System (TLTS) employed theory of mind intelligent agents 
in an educational environment focused on users practicing 
interactions with civilians in another culture using their 
native language (Johnson, Marsella, & Vilhjalmsson, 
2004).  An intelligent tutor would attempt to address 
motivational concerns based on techniques observed from 
real human language tutors.  The ELECT BiLAT prototype 
(Hill et al., 2006) trains individuals on how to properly 
engage in bilateral negotiations within a cultural context.  
This system also focuses on virtual human non-verbal 
responses and dialogue.  A virtual coach runs in the 
background and assess user actions, determining if the 
selected action contributed to a learning goal, whether or 
not to give explicit feedback, and gives targeted feedback 
based on a rudimentary student model.  While these 
examples do not focus on health communication, they do 
provide useful examples of the current approaches to 
pedagogical conversational agents, whether they be agent 
you speak to directly or assistive agents that help via 
tutoring during conversations with agents. 

Architecture Overview 

This section provides an overview of the system design 
and details regarding each of the individual components. 
Throughout this section we provide justification for our 
design choices considering the requirements and 
constraints. 
Figure 1 gives a pictorial view of the architecture of our 
system. As visible in the figure, the system is designed 
using one of the more common Web Application 
frameworks, the Model-View-Controller (MVC) 
framework. The justification for having a web framework 
was to make it available to users on the run (e.g. medical 
residents) without the need for an installation of any kind.  
The high-level flow for the system is as follows. The web 
page presents the user with contextual dialog choices that 
represent the steps in the BNI. The user selects one of these 
choices and that selection is forwarded to the servlet. The 
servlet calls the bean with this data, which processes this 
dialog and forwards the responses to the servlet that is 
eventually presented to the user. Below we describe the 
details of the view, the model and the database.  

The View 
The view is the face of the application, and has a dual 
purpose like in any MVC. It is responsible for taking the 
input from the user and passing it on to the controller and 
must also get the output from the controller and present the 
contents to the user.  One of the constraints while 
designing for the view was the instructional nature of the 
software and the length of the BNI. Taking these into 
account, it was really crucial to keep the user engaged and 
motivated. For this reason we decided to have a life-like 

patient and coach, to be designed in Flash. The Flex 
framework was an obvious fit considering the need for a 
Flash-based front-end and its infrastructure for support of 
Rich Internet applications. 

 
Figure 1.  Overview of the Virtual BNI Trainer 
architecture. 

The Model 
The model is where the main cognition for the virtual 
coach resides. The model has been implemented as an 
Enterprise Java Bean. This bean implements both the 
coach and the patient model for this system. The reason for 
having an Enterprise Java Bean for a model was to be able 
to store user data across multiple requests. Although, we 
could have accomplished this using web sessions, we 
chose to use the model to store the session data. This 
choice was contingent upon the fact that we were dealing 
with a lot of session data that was needed to implement the 
user (Student) model described below. 
The controller forms the input and calls the appropriate 
bean method with this input. The bean in turn uses the 
student, coach and patient models to retrieve the relevant 
information from the database and passes it on to the 
controller which then formats the output and sends it to the 
view. Details regarding the student, coach and patient 
models will be discussed in the next main section. 

The Database 
Implemented using MySQL, the database stores the entire 
authored dialog for the system along with user related data. 
While authoring the dialog, it was necessary for us to move 
away from simply taking the user through the BNI steps 
and introduce some complex dialog choices to fully gauge 
the understanding of the user. The database is responsible 
for storing all this in a structured format so that it can be 
retrieved quickly as response time is also of vital 
importance to the system. 
It was important to establish metrics to understand the 
progress of the student to implement an intelligent and 
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adaptive student model. It is also crucial to be able to use 
past metrics data to provide the user with the most 
appropriate challenges that would allow him to improve his 
learning of the BNI. The VBT keeps track of the user 
progress and thus this information also persists in the 
database to provide this desired functionality 

The Virtual Coach, Dr. Vicky

Our current approach to computer assisted BNI training 
centers on the use of a virtual coach, Dr. Vicky (see ), who 
updates a model of student performance over time, 
provides feedback and remediation during training, and 
informs an after action review for users.  This section 
discusses the decisions made in student model design,  

Student Model 
Having an adaptable student model is a common key 
component of intelligent tutoring systems. As explained in 
(Zhou & Evens, 1999), there exist various types of student 
model to address different issues. We are targeting student 
models for designing a customized solution path, 
responding with content appropriate feedback and also to 
assess the student level of mastery.  
Several factors that influence student performance, such as 
ambiguous errors, skill deficiencies, cognitive slips, and 
random guesses can be taken into consideration while 

constructing a student model  (Katz, Lesgold, Eggan, & 
Gordin, 1994). Model-tracing methods are one such 
strategy, which includes an internal mapping of production 
rules students are expected to master (Koedinger, 
Anderson, Hadley, & Mark, 1997). By dividing the 
concepts into a series of topics in which student responses 
are monitored, it is possible to accurately access the 
student’s current skill level when compared to the ideal 
system model. However, the rigidness of this system 
eliminates the ability to learn by “trial and error” (Katz et 
al., 1994). Other, less precise methods evaluate students 
based on their problem-solving strategies instead of 
specific responses. Our student model employs fuzzy set 
theory, which provides more flexibility in item 
categorization.  Instead of categorizing skills into exclusive 
categories, it recognizes overlapping skills and captures the 
degree of overlap. We apply this fuzzy set theory to 
distinct knowledge variables using the methods used in the 
seminal work on SHERLOCK (Katz et al., 1994).  The 
value in the set is increased or decreased depending on the 
level of evidence supporting the action. These variables, 
called fuzzy variables, are a set of attributes that represent a 
student’s level of competence in a particular skill. We track 
five knowledge states for each of these variables, which 
include: no knowledge, limited knowledge, unautomated 
knowledge, partially automated knowledge, and fully 
developed knowledge.  
The distinct knowledge variables that we track for each 
user stem from the requirement of having the users 

Figure 2.  Screenshot of Dr. Vicky offering guidance to a user of the Virtual BNI Trainer (VBT). 
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perform the BNI in the correct order and being sensitive 
and responsive to the patient. We have two broad levels of 
competencies called order competencies and soft 
competencies. The order competencies evaluate the user on 
how well they perform in choosing the various steps in the 
BNI in the correct order. The soft competencies test how 
well the user performs the step. The soft competencies for 
the BNI domain include things like how well the student is 
establishing rapport with the patient or how well he is able 
to motivate the patient and other similar things. The soft 
competencies are further decomposed using the fuzzy set 
logic described above. We establish a system of local and 
global competencies, where global competencies are the 
ones described above. Each of these global competencies is 
an aggregation of the relevant local competencies. The 
local competencies for the global competency of 
establishing rapport might include things like avoiding 
fatal words like alcoholic while interviewing and avoiding 
arguments with the patient.      
We use these concepts of order competencies and soft 
competencies to present the student with the most 
appropriate coach feedback based on the user’s experience 
level. We also apply this concept to promote the student 
difficulty level. Using these concepts and the difficulty 
level, we also plan different dialog paths for the users and 
vary the amount of flexibility allowed to the user. These 
are discussed in more detail in the next sections.  

Patient as level of difficulty 
One of our key design goals is to have the VBT adapt to 
suit the student's expertise level (i.e. maximizing the 
learning potential). One way to accomplish this 
customization would be to have the virtual patient 
dynamically adjust its behavior within a conversation to 
reflect the user's knowledge. However this dynamic 
approach would have to handle the issue of how to change 
the virtual patient during the conversation and would 
greatly increase the complexity of the design. The VBT 
design has multiple virtual patients each with a difficulty 
rating; users are given a patient that is appropriate to their 
skill level (similar to the application of knowledge tracing 
in intelligent tutors (Koedinger et al., 1997)). A beginning 
student will get an easy patient that is quick to admit they 
have a problem and will not be resistant to change. The 
virtual patients will become more resistant and require 
more complex negotiation techniques to get them to 
commit to a change as the student advances. The multi-
patient system allows for easy dialog authoring and 
management while still fulfilling the requirement of having 
the VBT adjust to suit the student's expertise level. It also 
allows the virtual patients to have varying personalities and 
scenarios (one deals with alcohol abuse while another with 
harder substances). Our current prototype has the 
beginning patient developed, with an established 
architecture (described earlier) and authoring criteria for 
both Dr. Vicky’s behaviors as well as patient dialogue. 

Guidelines for feedback authoring  
The VBT adjusts the virtual coach's feedback based on the 
student's experience. This feedback must also reflect the 
correct and incorrect aspects of the specific dialog the 
student selects.  For example if the student selects dialog 
that contains phrases with negative connotations (e.g. 
“drinking problem”, “alcoholic”, or “drunk”) the virtual 
coach must provide feedback that takes into account: a) the 
negative phrase, b) when in the conversation it was 
selected, and c) the student's current experience level. This 
presents a huge challenge for authoring the dialog, as every 
combination of time, dialog, and experience level must be 
accounted for. The problem becomes even more complex 
if the dialog tests multiple competencies from the student 
model and the user has varying experience ratings for each 
one. For example, if a selected dialog is related to 
competency A and B there must be feedback authored for a 
student that is: an expert in A but a novice in B, the reverse 
(expert in B and novice in A), and every combination in 
between. The VBT's solution to this problem of complex 
feedback authoring is to designate four categories of 
feedback: Heavy, medium(1), medium(2), and light.  
Using the previous example of competencies A and B here 
is how feedback would be adjusted. 

- If A & B are both novice level: Heavy feedback 
- If A is novice & B is expert: Medium(1) feedback 
with a focus towards competency A 
- If A is expert & B is novice: Medium(2) feedback 
with a focus towards competency B 
- If A & B are both expert: Light Feedback 

This setup is tailored to each dialog option to maximize the 
relevance. Another reason to reduce feedback to only 3 to 
4 response levels is to increase the difference between 
responses. If there are six feedback responses per dialog 
there is less of a pedagogically significant difference 
between responses 5 and 6. Reducing the total responses to 
4 helps the problem and makes each response more 
significant. The guidelines used for authoring each 
feedback category are:  

Heavy feedback: Reinforces what the student did well 
and why it is important.  Then points out the student's 
important.  
Medium feedback: Reinforces what the student did 
well. Then points out the student's error and what s/he 
can do to correct it. 
Light feedback: Points out the student's error and 
gives a brief reminder on how to correct it.  

 
The feedback guidelines reflect the idea of incorporating 
scaffolding into the virtual coach. When the student is 
starting the training program, a novice, the virtual coach 
has a heavy presence and guidance. As the student gains 
knowledge the presence and feedback from the virtual 
coach eases off. When the student reaches an expert 
experience level the feedback is mainly just reminders of 
previous lessons and feedback.   
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User Errors 
Dialogue is annotated with a categorization of correct, 
semi-correct, or fatal. Dialogue marked as correct contains 
no errors and is representative of how a BNI should be 
conducted. Semi-correct dialogue is mostly correct but 
contains an error or two. Selecting a semi-correct dialogue 
will allow the student to proceed but will make the virtual 
coach appear giving feedback on the error. Fatal dialogue 
is completely wrong or contains fatal words (e.g. “drinking 
problem”, “alcoholic”, or “drunk”) and will prompt the 
student to repeat the step. Every dialogue choice affects the 
student models; raising the competencies that were done 
correctly and lowering the competencies that were not. 

Students can also make an ordering error by trying to 
execute a step in the BNI at the incorrect time. An example 
of an ordering error would be trying to negotiate a goal 
before establishing a problem. If the student selects 
dialogue in the wrong order the virtual coach will appear 
providing feedback and direct the user to try the step again. 
The student model will then be updated by deducing the 
order competency of the step the student is currently on.  

User Interface Design 

The goal of the user interface design was to provide a fresh 
modern look that promoted clear information display. The 

interface needed to be inviting and easy to use both for 
initial users and long-term users. A quality backend 
architecture can be wasted if the frontend interface is not 
designed to match the user's needs. The VBT places a large 
focus on the environment, characters, and art design in 
order to provide an engaging experience. The menu 
structure is placed within the environment, floating in the 
screen, and not in the typical location of being docked to a 
corner or side. 
A floating menu structure has the feel of fitting the created 
environment as opposed to being something added outside 
of the environment. Not only does this give a more modern 
feel, it also helps direct focus towards the avatars and give 
more weight to the environment they live in.  

The user has approximately nine dialog choices to choose 
from at any given time in the conversation. This could be 
confusing and time consuming to read if the dialog were all 
displayed at once so the VBT groups dialog choices into 
categories called buckets. When the student starts a new 
round of dialog in a conversation they are presented with 
approximately three buckets. Selecting a bucket expands it 
and displays approximately three dialog choices related to 
that bucket's category (three buckets times three dialog 
choices with in each equals nine total dialog choices). The 
exactly number of dialog and bucket choices depends on 
the difficulty level and location within the BNI process. 
Examples of bucket categories are "Greet", "Use Reflective 

Figure 3. An example of the floating menu design used in the Virtual BNI Trainer. 
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Listening" and "Discuss Low Risk Amounts."  This also 
serves as another form of scaffolding as an experienced 
user might know the correct bucket, or step, for that phase 
of the BNI and thus only have to review three dialog 
options; while a novice user might have to explore as three 
buckets before deciding on the correct dialog choice.      
However, even with efficiency provided by the buckets 
some of the steps can still be quite lengthy. Some of the 
dialog options can be three to four sentences long and with 
three dialog options per bucket that can be a lot of reading 
for the user. Especially considering students do not read 
dialog like a book, only one time through, rather they will 
reread dialog options comparing them to each other to 
determine the correct one. Cutting out words from the 
dialog choices is not sufficient because it would not reflect 
how an actual BNI is conducted. The VBT addresses this 
overload problem by first displaying dialog in a truncated 
form.  This truncated provides the key points of the dialog 
choice while removing some of the “filler” words. The 
truncated form could also be thought of as a kind of 
summary. This allows a knowledgeable user to glance at 
the dialog and make quick decisions on how to proceed. A 
student could determine the truncated dialog has red flags 
and ignore it or that appears correct and warrants further 
investigation, at which point the user can mouse over the 
truncated dialog to expand it to the full dialog.  An 
example of truncated and expanded dialog is as follows: 

Truncated version 
"...you drink about 2 to 3 times a week...this is very 
risky and irresponsible behavior. You have a serious 
drinking problem." 

Full version (provided on mouse over) 
The nurse said you drink about 2 to 3 times a week 
with 6 to 8 beers per occasion. As a doctor I would 
like to let you know this is very risky and 
irresponsible behavior. You have a serious drinking 
problem. 
 

A knowledgeable student could quickly glance at the 
truncated version and understand that the dialog reviews 
“drinking amounts,” which is correct but it takes a very 
aggressive tone and uses the phrase "drinking problem" 
which should be avoided.  They would then recognize it as 
incorrect and then move on to the next choice while a 
novice user might have to expand the dialog to arrive at 
that conclusion. Since the BNI is a collection of key 
techniques, not a script to rehearse, the truncated dialog 
presentation method helps train students to use these key 
techniques.  

We conducted a preliminary usability study to inform the 
direction of the design. Each participant ran through two 
different versions of the interface and provided feedback 
about each design. We found that participants valued the 
atheistic design and the interface animations were not seen 
as a hindrance, however we are aware this might change 

with longer term use. Also while participants initially were 
confused with the expanding dialog, where dialog is first 
displayed in a truncated summary form and then expanded 
on mouse over, after understanding the purpose of it 
participants expressed that it could be a useful element. 
From this feedback we added a tutorial tool tip to help with 
the initial confusion over the expanding dialog.  

Dialog Authoring 
As mentioned earlier, there are typically three dialog 
choices within each bucket. However there are at least 10 
dialog choices authored for each step that are randomly 
selected at run-time for those three slots. Dialog is 
annotated with a categorization of correct, semi-correct, or 
fatal. The VBT selects one dialog that is marked as correct 
and then randomly fills the remaining slots with dialog 
from that bucket category to populate a bucket with dialog 
choices. It is possible to have multiple correct dialog 
choices per bucket, which will encourage users to reflect 
on the dialogue that they select as they cannot assume there 
is always just one best answer.  
This approach allows for increased repeatability without 
worrying about students easily identifying the right and 
wrong paths through rehearsal through multiple learning 
sessions. The overall structure of the conversation is the 
same but how the student gets from beginning to end is 
different each time. This lead to the challenge of authoring 
dialog that “sounds different” but all lead to the same 
outcome. 
For example: 

The user can say “tell me about the TV you mentioned 
buying” or  “do you see any connections between your 
drinking habits and difficulties in your life?” Both of 
these options would lead to the virtual patient making 
the realization that cutting back on drinking will save 
money. 

The overall effect of this design decision is that we have to 
write for depth (i.e. the entire possible conversation tree) as 
well as breadth (i.e. multiple dialogue statements when a 
single one would suffice).  The practical experience of 
authoring can prove quite challenging and time consuming 
because of the need to keep multiple dialog paths coherent 
when presented in different orders (determined by the 
user).  

Future Work 

The future of the VBT will focus on two key areas.  First, 
the current prototype only presents a single patient that 
represents a low difficulty BNI situation (a middle-aged 
man who was drinking beer while working with power 
tools in his garage). As the user applies the BNI correctly, 
there are no major difficulties in reaching a positive 
conclusion.  In other words, the current patient is an ideal 
one intended as a scaffold for novices.  As users gain 
proficiency, they should be introduced to a more 
complicated BNI situation.  Our future design and 
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development work will address the authoring of more 
complex situations for intermediate and advanced users, as 
well as the development of mechanisms for advancing the 
user to the next difficulty.  This should also include 
considerations for how to design patient attitudes, either 
through design or modeling, to generate less than ideal 
responses to proper BNI actions. 

The second focus of our future work is on the individual 
differences that users have that may have a direct relevance 
to training situations.  Learner motivation, mindset, goal 
orientation, and playstyle are just a few of the dimensions 
that shape how receptive learners are to educational digital 
media learning situations (Magerko, 2008).  Our future 
work intends to explore these dimensions and their 
potential relevance to how the VBT can use not only 
models of the user at the knowledge, but across these 
broader dimensions to affect how and when guidance is 
given to the user and content is selected. 
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